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Social media have been extensively praised for increasing democratic discussion on social issues related to policy and politics. However, what happens when this powerful communication tools are exploited to manipulate online discussion, to change the public perception of political entities, or even to try affecting the outcome of political elections? In this study we investigated how the presence of social media bots, algorithmically driven entities that on the surface appear as legitimate users, affect political discussion around the 2016 U.S. Presidential election. By leveraging state-

of-the-art social bot detection algorithms, we uncovered a large fraction of the user population that may not be human, accounting for a significant portion of generated content (about one-fifth of the entire conversation). We inferred political partisanships from hashtag adoption, for both humans and bots, and studied spatio-temporal communication, political support dynamics, and influence mechanisms

by discovering the level of network embeddedness of the bots. Our findings suggest that the presence of social media bots can indeed negatively affect democratic political discussion rather than improving it, which in turn can potentially alter public opinion and endanger the integrity of the Presidential election.
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# Introduction

Various computational social science studies demonstrated that social media have been extensively used to foster democratic conversation about social and political issues: From the Arab Spring (González-Bailón, *et al.*, 2011; Howard, *et al.*, 2011), to Occupy Wall Street (Conover, *et al.*, 2013a; Conover, *et al.*, 2013b) and many other civil protests (Varol, *et al.*, 2014; González-Bailón, *et al.*, 2013) (Bastos, *et al.*, 2014), Twitter and other social media seemed to play an instrumental role to involve the public in policy and political conversations, by collectively framing the narratives related to particular social issues, and coordinating online and off-line activities. The use of digital media to discuss politics during election times has also been the subject of various studies, covering the last four U.S. Presidential elections (Adamic and Glance, 2005; Diakopoulos and Shamma, 2010; Bekafigo and McBride, 2013; Carlisle and Patton, 2013; DiGrazia, *et al.*, 2013; Wang, *et al.*, 2016), and other countries like Australia (Gibson and McAllister, 2006; Bruns and Burgess, 2011; Burgess and Bruns, 2012), and Norway (Enli and Skogerbø, 2013). Findings that focused on the positive effects of social media such as incrementing voting turnout (Bond, *et al.*, 2012) or exposure to

diverse political views (Bakshy, *et al.*, 2015) contributed to the general praise of these platforms as a tool to foster democracy and civil political engagement (Shirky, 2011; Loader and Mercea, 2011; Effing, *et al.*, 2011; Tufekci and Wilson, 2012; Tufekci, 2014; Yang, *et al.*, 2016).

However, as early as 2006, Philip Howard raised concerns regarding the possibility of manipulating public opinion and spreading political misinformation through social media (Howard, 2006). These issues have been later proved true by several studies (Ratkiewicz, *et al.*, 2011a; Ratkiewicz, *et al.*, 2011b) (Metaxas and Mustafaraj, 2012) (El-Khalili, 2013; Ferrara, 2015; Woolley and Howard, 2016; Shorey and Howard, 2016). Of particular concern is the fact social media have been demonstrated effective in influencing individuals (Aral and Walker, 2010). One way to perform such type of manipulation is by using social bots, algorithmically controlled accounts that emulate the activity of human users but operate at much higher pace (*e.g.*, automatically producing content or engaging in social interactions), while successfully keeping their artificial identity undisclosed (Hwang, *et al.*, 2012; Messias, *et al.*, 2013; Ferrara, *et al.*, 2016).

Evidence of the adoption of social media bots to attempt manipulating political communication dates back half a decade: during the 2010 U.S. midterm elections, social bots were employed to support some candidates and smear others, by injecting thousands of tweets pointing to Web sites with fake news (Ratkiewicz, *et al.*, 2011a). The research community reported another similar case around the time of the 2010 Massachusetts special election (Metaxas and Mustafaraj, 2012). Campaigns of this type are sometimes referred to as *astroturf* or *Twitter bombs*. Unfortunately, most of the times, it has proven impossible to determine who's behind these types of operations (Kollanyi, *et al.*, 2016; Ferrara, *et al.*, 2016). Governments, organizations, and other entities with sufficient resources, can obtain the technological capabilities to deploy thousands of social bots and use them to their advantage, either to support or to attack particular political figures or candidates. Indeed, it has become increasingly simpler to deploy social bots, so that, in some cases, no coding skills are required to setup accounts that perform simple automated activities: tech blogs often post tutorials and ready-to-go tools for this purposes [1], [2], [3]. Various source codes for sophisticated social media bots can be found online as well, ready to be customized and optimized by the more technical savvy users (Kollanyi, 2016). We inspected several of these readily available bots and this is a

(non-comprehensive) list of the capabilities that they provide: Search Twitter for phrases/hashtags

/keywords and automatically retweet them; Automatically reply to tweets that meet a certain criteria; automatically follow any users that tweet something with a specific phrase/hashtag

/keyword; Automatically follow back any users that have followed the bot; Automatically follow any users that follow a specified user; Automatically add users tweeting about something to public lists; Search Google (and other engines) for articles/news according to specific criteria and post them, or link them in automatic replies to other users; Automatically aggregating public sentiment on certain topics of discussion; Buffer and post tweets automatically. Most of these bots can run in cloud services or infrastructures like Amazon Web Services (AWS) or Heroku, making it more difficult to block them. Finally, a very recent trend is that of providing Bot-As-A-Service (BaaS): companies like RoboLike (https://robolike.com/) provide “Easy-to-use Instagram/Twitter auto bots” performing certain automatic activities for a monthly price. Advanced conversational bots powered by more sophisticated Artificial Intelligences are provided by companies like ChatBots.io that allow anyone to “Add a bot to services like Twitter, Hubot, Facebook, Skype, Twilio, and more” (https://developer.pandorabots.com/).

Much research has been devoted recently to reverse-engineer social bot strategies from observed activities, to understand who they target, how they generate content, when they take action, and what topics they talk about (Yang, *et al.*, 2014; Freitas, *et al.*, 2015; Ferrara, *et al.*, 2016; Subrahmanian, *et al.*, 2016; Davis, *et al.*, 2016). Ultimately, this may lead to the identification of their controllers, namely the *bot masters*.

In this paper, we describe the investigation that brought us to unveil the pervasive presence and activity of social bots involved in the 2016 U.S. Presidential election conversation ongoing on social media. We collected Twitter data for an extensive period prior to the election that includes all three Presidential debates. By continuously polling the Twitter Search API for relevant, election-related, content using hashtag- and keyword-based queries, we obtained a large dataset of over 20 million tweets generated between 16 September and 21 October 2016 by about 2.8 million distinct users. Advanced machine learning techniques used to discover social bots developed by our group in the past (Yang, *et al.*, 2014; Ferrara, *et al.*, 2016; Subrahmanian, *et al.*, 2016; Davis, *et al.*, 2016), allowed us to detect the bots that populate the social media election-related conversation: our estimate is that over 400,000 accounts are likely bots (*i.e.*, nearly 15 percent of the total population under study), and most importantly that they are responsible for roughly 3.8 million tweets (nearly 19 percent of the total conversation). We investigated the temporal dynamics of the social media

conversation, to study how it reflects shocks from external events (*e.g.*, debates, news releases, etc.), and how endogenous dynamics (*e.g.*, who supports to whom and how) are affected by the observed pervasiveness of social bots. We analyzed the geographical dimension as well, by leveraging Twitter metadata available for a subset of tweets, verifying that bots and humans exhibit very different geographical provenance. We finally investigated what influence social bots have on the structure of the network and on communication dynamics, assessing their degree of embeddedness by means of *k*-core decomposition analysis.



# Methodology

*Data collection*: We manually crafted a list of hashtags and keywords that relate to the 2016 U.S. Presidential elections. The list is compiled so that to contain a roughly equal number of hashtags/keywords associated with each major Presidential candidate: we selected 23 terms total, including five specific for Republican Party nominee Donald Trump (#donaldtrump, #trump2016, #neverhillary, #trumppence16, #trump), four terms for Democratic Party nominee Hillary Clinton (#hillaryclinton, #imwithher, #nevertrump, #hillary), and several relative to the debates. To make sure our query list is comprehensive, we also added a few search terms for two third party candidates, namely Libertarian Party nominee Gary Johnson (one term), and Green Party nominee Jill Stein (two terms). The full list of search terms is reported in Table 1, along with the total number of tweets containing each keyword term (note that a single tweet may contain more than one key term, therefore some overlap exists). No significant number of tweets is being generated for the third party candidates, therefore in the following we will focus our analysis only on Trump and Clinton.



By querying the Twitter Search API at regular intervals of 10 seconds, continuously and without interruptions in three periods between 16 September and 21 October 2016, we collected a large dataset constituted by 20.7 million tweets posted by nearly 2.8 million distinct users. Table 2 reports some aggregate statistics of the dataset. The data collection infrastructure ran inside an Amazon Web Services (AWS) instance to ensure resilience and scalability. We chose to use the Twitter Search API (https://dev.twitter.com/rest/public/search) to make sure that we obtained all tweets that contain the search terms of interest posted during the data collection period, rather than a sample of unfiltered tweets: this precaution we took avoids incurring in the issues reported in literature related to collecting sampled data using the Twitter Stream API (https://dev.twitter.com/streaming

/overview) instead (Morstatter, *et al.*, 2013).



*Bot detection*: Determining whether either human or a bot controls a social media account has proven a very challenging task (Ferrara, *et al.*, 2016; Subrahmanian, *et al.*, 2016). Our prior efforts produced an openly accessible solution called *BotOrNot* (Davis, *et al.*, 2016), consisting of both a public Web site (https://truthy.indiana.edu/botornot/) and a Python API (https://github.com/truthy

/botornot-python), which allow for making this determination. *BotOrNot* is a machine-learning framework that extracts and analyses a set of over one thousand features, spanning content and network structure, temporal activity, user profile data, and sentiment analysis to produce a score that suggests the likelihood that the inspected account is indeed a social bot. Extensive analysis revealed that the two most important classes of feature to detect bots are, maybe unsurprisingly, the metadata and usage statistics associated with the user accounts. The following indicators provide the strongest signals to separate bots from humans: (i) whether the public Twitter profile looks like the default one or it is customized (it requires some human efforts to customize the profile, therefore bots are more likely to exhibit the default profile setting); (ii) absence of geographical metadata (humans often use smartphones and the Twitter iPhone/Android App, which records as digital footprint the physical location of the mobile device); and, (iii) activity statistics such as total number of tweets and frequency of posting (bots exhibit incessant activity and excessive amounts of tweets), proportion of retweets over original tweets (bots retweet contents much more frequently than generating new tweets), proportion of followers over followees (bots usually have less followers and more followees), account creation date (bots are more likely to have recently-created accounts), randomness of the username (bots are likely to have randomly-generated usernames). We point the reader interested in further technical details to our prior work (Ferrara, *et al.*, 2016; Davis, *et al.*, 2016).

*BotOrNot* has been trained with thousands of instances of social bots, from simple to sophisticated, and an accuracy of above 95 percent (Davis, *et al.*, 2016). Typically, *BotOrNot* yields likelihood scores above 50 percent only for accounts that look suspicious to a scrupulous analysis. We adopted the Python *BotOrNot* API to systematically inspect the most active users in our dataset. The Python *BotOrNot* API queries the Twitter API to extract the most 300 tweets and all the publicly available account metadata, and feed this features to an ensemble of machine learning classifiers, which produce a bot score.

To label accounts as bots, we use the fifty-percent threshold — which has proven effective in prior studies (Davis, *et al.*, 2016) — an account is considered to be a bot if the bot score is above 0.5. Figure 1 shows the distribution of bot scores yielded by *BotOrNot*: most of the probability mass is in the range between 0.2 and 0.5. This suggests that no significant difference in bot classification would occur if we were to increase the threshold used to label accounts as bots. Interestingly, a mild bimodality is visible, with a clear bump in the bot scores around 0.7, suggesting that a significant

amount of accounts exhibit very clear bot characteristics (Ferrara, *et al.*, 2016; Davis, *et al.*, 2016).



**Figure 1:** Distribution of the probability density of bot scores assigned to the top 50,000 Twitter accounts in our dataset (ranked by activity) by the Python *BotOrNot* API (https://github.com/truthy/botornot- python).

Note: Larger version of figure available here.

Since the Python *BotOrNot* API incurs in the query limitations imposed by the Twitter API (https://dev.twitter.com/rest/public/search), it would be impossible to test all the 2.78 million accounts. Therefore, we tested the top 50,000 accounts ranked by activity volume. Although these top 50 thousand users account for roughly only two percent of the entire population, it is worth noting that they are responsible for producing over 12.6 million tweets, which is about 60 percent of the total conversation. This choice gives us sufficient statistical power to extrapolate the distribution of bots and humans for the entire population without the need to test accounts that are only marginally involved in the conversation.

Out of the top 50 thousand accounts, *BotOrNot* assigned a bot score greater than the established 0.5

threshold, and therefore classified as likely bots, to a total of 7,183 users, responsible for 2,330,252 tweets [4]. A total of 40,163 users (responsible for 10.3 million tweets) were labeled as humans.

*BotOrNot* labeled the remainder 2,654 users as unknown/undecided, either because their scores does not significantly diverge from the classification threshold of 0.5, or because the accounts have been suspended/deleted. Even if all the 2,654 users were bots, and Twitter suspended their accounts for violating the terms of service, this would suggest that roughly 70 percent of the total bot population (the remainder 7,183 accounts) was still active on the platform at the time of our verification.

By extrapolating for the entire population, we estimate the presence of at least 400 thousand bots, accounting for roughly 15 percent of the total Twitter population active in the U.S. Presidential election discussion, and responsible for about 3.8 million tweets, roughly 19 percent of the total volume. These statistics are summarized in Table 3.



*Sentiment analysis*: To understand how bots and humans discuss about the Presidential candidates we will rely upon sentiment analysis. To attach a sentiment score to the tweets in our dataset, we use *SentiStrength* (Thelwall, *et al.*, 2010). *SentiStrength* is a sentiment analysis algorithm which has been specifically designed to annotate social media data. This design choice provides some desirable advantages: first, it is optimized to annotate short, informal texts, like tweets, that contain abbreviations, slang, and other non-orthodox language features; second, *SentiStrength* employs additional linguistic rules for negations, amplifications, booster words, emoticons, spelling corrections, etc. Applications of *SentiStrength* to social media data found it particularly effective at capturing positive and negative emotions with, respectively, 60.6 percent and 72.8 percent accuracy (Thelwall, 2013). We tested it extensively and also used it in prior studies to validate the effect of sentiment on the diffusion of information in social media (Ferrara and Yang, 2015).

The algorithm assigns to each tweet *t* a positive *S+(t)* and negative *S-(t)* polarity score, both ranging between 1 (neutral) and 5 (strongly positive/negative). Starting from the polarity scores, we capture the sentiment of each tweet *t* with one single measure, the sentiment score *S(t)*, defined as the difference between positive and negative sentiment scores: *S(t)* = *S+(t)* - *S-(t)*.

The above-defined score ranges between -4 and +4. The former score indicates an extremely negative tweet, and occurs when *S+(t)=1* and *S-(t)=5*. Vice versa, the latter identifies an extremely positive tweet labeled with *S+(t)=5* and *S-(t)=1*. In the case *S+(t)=S-(t)* — positive and negative sentiment scores for a tweet *t* are the same — the polarity *S(t)=0* of tweet *t* is considered as neutral (note that neutral class represent the majority, by construction, since it contains all tweets that have equal number of positive and negative words, as well as all tweets with no sentiment-labeled terms).



# Data analysis

Our analysis is aimed at investigating three directions, discussed separately in the following: first, we analyze the spatial and temporal dynamics of information production and consumption by humans and bots during our observation period, trying to highlights differences between organic and artificial political support to the two candidates; second, we investigate how bots differ from human in their activities, interactions (among each other and with humans), and in their support to the two

candidates; finally, we unveil the degree of embeddedness of the bots in the social network, as a proxy for their influence and visibility.

*Spatio-temporal dynamics*: In Figure 2, we visualize the timeline of volume of tweets present in our dataset, during three periods between 16 September and 21 October 2016, during which we collected data from Twitter. The figure also provides annotation of the four political debates occurred during this period.



**Figure 2:** Timeline of the volume of tweets generated during our observation periods (grey area = no data). Presidential debates are annotated and largely anticipate spikes in the online discussion.

Note: Larger version of figure available here.

The first week (16 September to 24 September) serves as a baseline to monitor the baseline political discussion occurred prior to the debates weeks. The baseline period is followed by one-day break (25 September) prior to the first debate, in which we maintained our data collection infrastructure. The second observation period spans 26 September through 10 October 2016, and it captures three debates (first Presidential debate of 26 September, Vice Presidential debate of 4 October, and second Presidential debate of 9 October). Our system infrastructure required additional maintenance, and we chose the period between 10 October and 16 October 2016 for this purpose given the absence of off-line events during that week. We restarted our data collection for the conclusive period between 16 October and 21 October in time to capture the third and last Presidential debate of 19 October. We decided to conclude our data collection prior to 22 October 2016 when Twitter, along with several other online platforms, was targeted by a large-scale distributed denial of service attack and was down for the majority several hours, making the usage of the platform (and thus the data collection) impossible.

The baseline observation period (16 September to 25 September) shows the circadian activity and weekly cycles typical of social media chatter (Golder and Macy, 2011), without particular bursts or spikes related to shocks from external events. Between 5,000 and 10,000 tweets are generated hourly, every day, by users annotated as humans, and roughly 1,000–2,000 are instead generated by accounts labeled as bots, constituting about 10 percent of the total tweets.

The second, and longest, observation window (26 September to 10 October) exhibits significantly different communication dynamics if compared to the baseline: intense spikes of activities, both human- and bot-generated, characterize three days. We observe systematic spikes of activity as a consequence of the first two debates, respectively on 27 September (after the first Presidential debate) and on 4 and 5 October (after the Vice Presidential debate). Differently from what stated by some other study that analyzed only the second Presidential debate (Kollanyi, *et al.*, 2016), during these three bursts, proportionally more tweets have been generated by humans than by bots.

Although there is an increase in the volume of bot-generated tweets, which peaks at about 10,000 tweets/hour, humans are still responsible for peaks of 60,000–80,000 tweets/hour during these bursts of discussion. What is concerning, however, is the volume of tweets that appear to be consistently and continuously produced by the bots. This extrapolates to a total of roughly 3.8 million tweets across the three observation windows, in other words nearly 19 percent of the total tweets.

There is an intuitive explanation, supported by the data, to the fact that humans contribute more than bots during bursts, or shocks induced by exogenous events: sophisticated bots are designed to systematically and continuously pushing their agenda, irrespectively of the circumstances. Humans on the other side, get engaged more easily in online political discussion as a consequence of the occurrence of political events in the off-line world, such as Presidential debates or news releases (Effing, *et al.*, 2011; Bond, *et al.*, 2012; Bakshy, *et al.*, 2015).

We then considered the geographical dimension of the conversation. Sophisticated bots can make credible accounts by faking profile information, and other metadata, including the geographical provenance, using techniques like gps spoofing (Ferrara, *et al.*, 2016; Subrahmanian, *et al.*, 2016). In Figure 3 we plotted the U.S. map reporting the volume of tweets generated by each state, respectively for bots (left) and human (right) accounts. The two maps tell significantly different stories: a very strong support from bots is evident in the Midwest and South of the United States, in particular in Georgia; the picture for human-generated tweets’ provenance is very different, and it shows that the drivers of the conversation are the most populated states, such as California, Texas, Florida, Illinois, New York state, and Massachusetts. This is strongly aligned with prior findings about the geographic distribution of political discussion in the U.S. (Conover, *et al.*, 2013a).



Note: Larger version of here. Note: Larger version of here.

**Figure 3:** Geocoded sources for bots (left) and human-generated (right) tweets.

*Partisanship and supporting activity*: We next inferred the partisanship of the users in our dataset. We used the five Trump-supporting hashtags (#donaldtrump, #trump2016, #neverhillary, #trumppence16, #trump) and the four Clinton-supporting (#hillaryclinton, #imwithher, #nevertrump, #hillary) to attribute partisanships. In detail, we employed a simple heuristics based on hashtag adoption: for each user, we calculated the top 10 hashtags that appear in the tweets posted by that user. If the majority of hashtags support one particular candidate, we assigned the given user to that political faction (Clinton- or Trump-supporter). This is a very strict and conservative partisanship assignment, likely less prone to misclassification that may be yield by automatic machine-learning techniques not based on manual validation, *e.g.*, Conover, *et al.*, 2011. Our procedure yielded a small, high-confidence, annotated dataset constituted by 7,112 Clinton supporters (590 bots and 6,522 humans) and 17,202 Trump supporters (1,867 bots and 15,335 humans).

Figure 4 and Figure 5 show the Complementary Cumulative Distribution Functions (CCDFs) of the interactions respectively *replies* and *retweets*, initiated by bot and human users. Each plot disaggregates the interactions in three categories: (i) within group (for example bot-bot, or human- human); (ii) across groups (*e.g.*, bot-human, or human-bot); and, (iii) total (*i.e.*, bot-all and human-all). Both figures exhibit broad distributions typical of social media activity. What interestingly emerges from contrasting the two figures, is that humans are engaging in replies

interactions significantly more (one order of magnitude difference) with other humans than with bots (see right panel of Figure 4). Conversely, bots fail to substantially engage humans and end up interacting via replies with other bots significantly more than with humans. Given that bots by design are intended to engage in interactions with humans, our observation goes against what we would have intuitively expected — similar paradoxes have been already previously highlighted in our prior work (Ferrara, *et al.*, 2016). One intuitive explanation to this phenomenon is that bots that are not

sophisticated enough, cannot produce engaging-enough questions to foster meaningful discussions with humans. Figure 5, however, demonstrates that rebroadcasting is a much more effective channel of information spreading: there is no significant difference in the amounts of retweets that humans generate by rebroadcasting content produced by other humans or by bots. In fact, humans and bots retweet each other substantially at the same rate. This suggests that bots are being very effective at spreading information in the human population, which could have some nefarious consequences in the cases when humans fail at verifying the correctness and accuracy of such information and information sources.



**Figure 4:** Complementary cumulative distribution function (CCDF) of replies interactions generated by bots (left) and humans (right).

Note: Larger version of figure available here.



**Figure 5:** Complementary cumulative distribution function (CCDF) of retweets interactions generated by bots (left) and humans (right).

Note: Larger version of figure available here.

To further understand how social media users (both bots and humans) are talking about the two Presidential candidates, we explore the sentiment that the tweets convey. To this purpose, we rely upon sentiment analysis and in particular on *SentiStrength* (as explained earlier in the Methodology section). Figure 6 shows four panels: the top two panels illustrate the sentiment of the tweets produced by the bots, while the bottom two panels show the same information for tweets generated by humans. Furthermore, the two left panels show the support to Hillary Clinton (respectively by bots and humans), whereas the two right panel show the support to Donald Trump (respectively by bots and humans). The main histograms in each panel show the volume of tweets about Clinton or Trump, separately, whereas the insets show the difference between the two (this to illustrate the

disproportion in support of the candidate of one’s factions, as opposed to the other candidate).



**Figure 6:** Distributions of the sentiment of bots (top) and humans (bottom) supporting the two Presidential candidates.

Note: Larger version of figure available here.

What appears evident from contrasting the left and right panels is that, on average, the tweets produced by Trump’s supporters are significantly more positive than that of Clinton’s supporters, regardless of whether the source is human or bot. If we focus on Trump’s bot supporters, we note that they generate almost no negative tweets; they indeed produce the most positive set of tweets in the entire dataset — a very significant fraction of these non-negative bot-generated tweets (about 200,000 or nearly two-third of the total) are in support of Donald Trump. This generates a stream of support that is at staggering odds with respect to the overall negative tone that characterizes the 2016 Presidential election campaigns. The fact that bots produce systematically more positive content in support of a candidate can bias the perception of the individuals exposed to it, suggesting that there exists an organic, grassroots support for a given candidate, while in reality it’s all artificially generated.

Some interesting insights emerge also from the analysis of Clinton’s supporters: on average, human- generated tweets show slightly more positive sentiment toward the candidate than the

bot-generated ones. Overall, a more natural distribution of tweets’ sentiment emerges from the two groups of bots and human supporters, with a roughly equal number of positive and negative tweets being present in the pro-Clinton discussion.

To further understand these dynamics, we manually analyzed two hashtags, namely #NeverTrump and #NeverHillary, as emblematic examples of campaigns explicitly devoted to target the candidate of one’s opposing political leaning. The hashtag #NeverTrump, used by supporters of the Democratic candidate Hillary Clinton, accrued 105,906 positive tweets, and 118,661 negative ones, roughly an equal split; on the other hand, the hashtag #NeverHillary pushed by Trump’s supporters generated significantly more negative tweets (204,418) than positive ones (171,877). Tables 4 to 7 show various examples of tweets generated by bots, and the candidate they support (detected with our method). This should illustrate the ability of our framework to study the phenomena at hand.

|  |
| --- |
| **Table 4:** Examples of tweets talking about Trump |

|  |
| --- |
| posted by Trump-supporting bots. |
| **Bots — Trump supporters — Talking about Trump.** |
| @pexykuzuregi: RT @CrowdFundGurus: Check out "Donald Trump Your President" #Trump2016 #TrumpTrain by Rick Poppe — https://t.co/mW0YLUk6aZ |
| @cj\_panirman: RT @realDonaldTrump: Time to #DrainTheSwamp in Washington, D.C. and VOTE #TrumpPence16 on 11/8/2016. Together, we will MAKE AMERICA SAFE ... |
| @suohuu: RT @LindaSuhler: ��Gov Mike Pence Rally TUESDAY #Virginia |
| �Williamsburg, VA 7:30 PM ET #TrumpPence16 #MAGA #Jobs #AmericaFirst Reg: https:/... |
| @Marycar08639249: RT @AlwaysActions: Powerful response to obama's "insult" speech by Donald Trump supporting @USArmy @AdBell45 #VoteTrump2016 #Trump2016 htt ... |

|  |
| --- |
| **Table 5:** Examples of tweets talking about Clinton posted by Trump-supporting bots. |
| **Bots — Trump supporters — Talking about Clinton.** |
| @dreamedofdust: #NeverHillary ! https://t.co/pmuRci7RhL Without A Doubt That FBI Director James Comey Covered Up Hillary Clinton’s Lies, Gave Immunity To ... |
| @PatDollard: RT @DesertRiver: Oh Goody... #Hillary wants open borders & to immediately bring in 650,000 more muslims, none of which are vetted https://t ... |
| @pavegecko01: #Hillary can't walk down the stairs by herself https://t.co/8DOZSwaHNm |
| @WareButch: RT @IDontMissdotcom: Hacked Docs From Clinton Foundation Show Dems Used Tax Dollars for Political Campaigns — https://t.co/1MIA2ZInFB #tcot |

|  |
| --- |
| **Table 6:** Examples of tweets talking about Clinton posted by Clinton-supporting bots. |
| **Bots — Clinton supporters — Talking about Clinton.** |
| @diaz\_mldiaz9: RT @peterdaou: We've reached a point in 2016 where rampant gender bias and double standards against #Hillary are totally suppressed as a le ... |
| @u\_edilberto: RT @WeNeedHillary: Polls Are All Over the Place. Keep Calm & Hillary On! https://t.co/XwBFfLjz7x #p2 #ctl #ImWithHer #TNTweetershttps://t ... |

|  |
| --- |
| **Table 7:** Examples of tweets talking about Trump posted by Clinton-supporting bots. |
| **Bots — Clinton supporters — Talking about Trump.** |
| @natespuewell: #NeverTrump Those fake, nonsense polls are actually real, good polls, Trump's spokesman insists — Campaign of lies https://t.co/Mvja0PPeaH |
| @routeofthesun: RT @hermanbutler1: FactChecking The #VPDebate https://t.co/pQDyBpuwCt #Gop #TNTweeters #USLatino #LibCrib #NeverTrump #ImWithHer #StongerTo ... |
| @CTO1ChipNagel: RT @mmpadellan: Just wanted 2 share a look at the GOP Derangement Syndrome up close. They actually \*think\* #Trump was \*in control\* Shhh...d ... |

A final consideration emerges when contrasting the pro-Clinton and pro-Trump factions: the former focuses much more on their candidate, with a significant number of tweets referring to Clinton.

Conversely, pro-Trump supporters (humans and bots) devote a significant number of tweets to their opponent: in fact, the majority of negative tweets generated by both humans and bots are addressing Hillary Clinton. This is strikingly different from the Clinton supporters, whose negative tweets address in large majority the candidate herself, rather than her opponent.

*Bots embeddedness*: Our final analysis explores the degree of embeddedness of the bots in the social network. To do so, we adopt the *k*-core decomposition technique, which aims at identifying cores (subgroups) of nodes all with degree larger than a parameter *k*. For example, a 50-core is a subset of nodes in the network, all with degree larger than 50. The intuition is that nodes in cores associated with larger *k* are more deeply embedded in the network, and therefore sit in more central, or influential, position. Since we are interested in information diffusion in particular, we created a directed network from the retweets that users exchange one another. If user *u* retweets user *v*, we draw a directed link going from *u* to *v*. Therefore, users with very large in-degree will correspond to those who get retweeted a lot. Starting from this network, we extracted the *k*-cores, for values of *k* ranging between 10 and 100. Figure 7 (right panel) shows the number of users as function of the *k*-core. Afterwards, for each *k*-core we calculated the proportion of users that are human, bot, or unknown. The left panel of Figure 7 shows the results of such analysis: it appears that, as *k* grows, the fraction of bots steadily increases, as that of humans does, whereas the proportion of unknown accounts drastically decreases. The growth of the two labeled classes follows the intuition that, as *k* becomes larger, accounts are more active in the conversation, and therefore *BotOrNot* has more information to classify the accounts. However, what is interesting is that the fraction of bots that are increasingly better connected and more deeply embedded in the social network grows fourfold, from roughly three percent to above 12 percent. This insight suggests that bots become more and more central in the rebroadcasting network, and a significant fraction of accounts in high *k*-cores is indeed a social bot.

 

Note: Larger version of here. Note: Larger version of here.

**Figure 7:** Fraction of users (left) and total number of users (right) as a function of the *k*-core.



# Conclusions

The diffusion of information and the mechanisms of democratic discussion have radically changed since the advent of online social media. Platforms like Twitter have been extensively praised for their contribution to democratization of discussions about policy, politics, and social issues. However, many studies have also highlighted the perils associated with the abuse of these platforms.

Manipulation of information, and the spreading of misinformation and unverified information are among those risks.

In this work, we investigated the role and effects of social bots, automatic accounts that are mostly used to manipulate online conversations. In particular, we showed that bots are pervasively present and active in the online political discussion about the 2016 U.S. Presidential election. We collected tweets posted during the period between 16 September and 21 October 2016 related to the election using the Twitter Search API and a manually compiled list of keywords and hashtags. This procedure yielded over 20 million tweets generated by nearly 2.8 million distinct users. By adopting state-

of-the-art detection techniques developed by our group in the past, we estimated that about 400,000 bots are engaged in the political discussion about the Presidential election, responsible for roughly 3.8 million tweets, about one-fifth of the entire conversation.

The presence social bots in online political discussion can create three tangible issues: first, influence can be redistributed across suspicious accounts that may be operated with malicious purposes; second, the political conversation can become further polarized; third, the spreading of misinformation and unverified information can be enhanced. Various studies in policy and political sciences are currently investigating the consequences of such phenomena (Woolley and Howard, 2016; Shorey and Howard, 2016; Maréchal, 2016). We plan to explore in particular the issue of factual information and misinformation spreading in the context of political and social issues.

Furthermore, the observation period of our study is rather short, encompassing just about one month of activity. It would be very interesting to study how the behavior of bots evolve over time to adapt to human increasing ability to recognize them. We highlighted how bots are already not succeeding at engaging with humans with reply: we plan to study the ability of humans to recognize social media bots in the future.

Concluding, it is important to stress that, although our analysis unveiled the current state of the political debate and agenda pushed by the bots, it is impossible to determine who operates such

bots. State- and non-state actors, local and foreign governments, political parties, private organizations, and even single individuals with adequate resources (Kollanyi, 2016), could obtain the operational capabilities and technical tools to deploy armies of social bots and affect the directions of online political conversation. Therefore, future efforts will be required by the machine learning research community do develop more sophisticated detection techniques capable of unmasking the puppet masters. 
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# Notes

1. [http://sts10.github.io/blog/2014/12/23/guide-create-markov-twitter-bot/.](http://sts10.github.io/blog/2014/12/23/guide-create-markov-twitter-bot/)
2. [http://readwrite.com/2014/06/20/random-non-sequitur-twitter-bot-instructions/.](http://readwrite.com/2014/06/20/random-non-sequitur-twitter-bot-instructions/)
3. [http://www.pygaze.org/2016/03/how-to-code-twitter-bot/.](http://www.pygaze.org/2016/03/how-to-code-twitter-bot/)
4. It is worth noting that earlier versions of the *BotOrNot* API used to classify organization accounts as likely to be bots. This happened mostly because of the large weight associated to the volume of tweets posted by a user: since several people use organization accounts at the same time, they usually exceed regular users’ tweet volumes. This issue has been addressed in latest version of *BotOrNot*, the one adopted in this study. As for verification, we manually checked the list of the top few hundred accounts with the highest bot scores, and we did not identify any recognizable organization, such as news agencies, political party accounts, etc.
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